[Semi-supervised learning](https://en.wikipedia.org/wiki/Semi-supervised_learning) is a situation in which in your training data some of the samples are not labeled. The semi-supervised estimators make use of this additional unlabeled data to better capture the shape of the underlying data distribution and generalize better to new samples. These algorithms can perform well when we have a very small amount of labeled points and a large amount of unlabeled points.

Label propagation denotes a few variations of semi-supervised graph inference algorithms.

A few features available in this model:

* Can be used for classification and regression tasks
* Kernel methods to project data into alternate dimensional spaces

scikit-learn (sklearn.semi\_supervised) provides two label propagation models: **[LabelPropagation](http://scikit-learn.org/stable/modules/generated/sklearn.semi_supervised.LabelPropagation.html" \l "sklearn.semi_supervised.LabelPropagation" \o "sklearn.semi_supervised.LabelPropagation)** and **[LabelSpreading](http://scikit-learn.org/stable/modules/generated/sklearn.semi_supervised.LabelSpreading.html" \l "sklearn.semi_supervised.LabelSpreading" \o "sklearn.semi_supervised.LabelSpreading)**. Both work by constructing a similarity graph over all items in the input dataset.

<http://scikit-learn.org/stable/auto_examples/semi_supervised/plot_label_propagation_structure.html>

[LabelPropagation](http://scikit-learn.org/stable/modules/generated/sklearn.semi_supervised.LabelPropagation.html#sklearn.semi_supervised.LabelPropagation) and [LabelSpreading](http://scikit-learn.org/stable/modules/generated/sklearn.semi_supervised.LabelSpreading.html" \l "sklearn.semi_supervised.LabelSpreading" \o "sklearn.semi_supervised.LabelSpreading) differ in modifications to the similarity matrix that graph and the clamping effect on the label distributions. Clamping allows the algorithm to change the weight of the true ground labeled data to some degree. The [LabelPropagation](http://scikit-learn.org/stable/modules/generated/sklearn.semi_supervised.LabelPropagation.html" \l "sklearn.semi_supervised.LabelPropagation" \o "sklearn.semi_supervised.LabelPropagation) algorithm performs hard clamping of input labels, which means ![\alpha=1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAANBAMAAAAgWpGhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp8zJg3c82M+yYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAYUlEQVQY02NgwATsV7EIMnAn/2HACvAIMyq7YhN2Y6hgMMAQZp7AwCV9AMj2ewcEz2DCHAYMnEqYhuzfwMB7G1M4noGBN4EBwxCuDQxnEwowVHMnC1c/QhFmz/2Zit0/DAAaJCHHcrN8VQAAAABJRU5ErkJggg==). This clamping factor can be relaxed, to say ![\alpha=0.8](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAMBAMAAAAudNiVAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp8zJg3c82M+yYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAwUlEQVQY02NgwARCRgfAlJoAFkkGngsMU4EU4wEGRWzSvAIMdkCKr4BhHzZp/gCGEyDpBwzCIEOUXVGl929giC9gYOD+dSYByHNjqGAwQJaO3wBCDAw7fgIJ5gkMXNIgl/q9A4JnSNKp9ksZGDgMGDiVUA0PYDgPNJx3A/stsE28t1GddoBBAkjtZWDgApoDVAdyAsJwXgMGPYg0L1jF2YQCtGCZzbCvgO8AQxDQ/cnC1Y8KUANV7ABDRACDmpoBAwDPRzUmyMxU/wAAAABJRU5ErkJggg==), which means that we will always retain 80 percent of our original label distribution, but the algorithm gets to change its confidence of the distribution within 20 percent.

[LabelPropagation](http://scikit-learn.org/stable/modules/generated/sklearn.semi_supervised.LabelPropagation.html#sklearn.semi_supervised.LabelPropagation) uses the raw similarity matrix constructed from the data with no modifications. In contrast, [LabelSpreading](http://scikit-learn.org/stable/modules/generated/sklearn.semi_supervised.LabelSpreading.html" \l "sklearn.semi_supervised.LabelSpreading" \o "sklearn.semi_supervised.LabelSpreading) minimizes a loss function that has regularization properties, as such it is often more robust to noise. The algorithm iterates on a modified version of the original graph and normalizes the edge weights by computing the normalized graph Laplacian matrix. This procedure is also used in [Spectral clustering](http://scikit-learn.org/stable/modules/clustering.html#spectral-clustering).

Label propagation models have two built-in kernel methods. Choice of kernel effects both scalability and performance of the algorithms. The following are available:

* rbf (![\exp(-\gamma |x-y|^2), \gamma > 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALAAAAAUBAMAAADfFKqVAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAnYu/MvvzYHSvzxhI6d3UrYvaAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACTElEQVQ4y52UwWsTQRTGv90M3ay7iaEH9SRLqgcRIQdB0MtSEMFL9iK5FCxeFLzUQPEmSzwYRWioh4AXVxRKqeAqejULXjzZ4D9gUgXrwZJDULCFOjM7m8ykWU18G5iZt9/7Zee9NwP8p916NGXAa2VlpahCy8k09KnAF5RVPkXVMRb1tlWagqstTQaGawaopbzNzh494MthQjBm3FHxwO4gF436ahOD1+j2HNlnf0tm29CD0Yivk4K1yIXdUZz6lpjswfCA2Tn3zG9ypfm5OucD3kCW+RnBp+Bas/ZcDv/QwQMKrr8pJGqu5Lnthmwgfdi7yBSIhy/YQNnBNRn8tNo23DwM96K/IDegs4B1dMj+fgPoDZV8Zqyz0e6zX9nFdbythmiFOAmyOKhshNsaTUUWy8p+DdJDBSIHN4fK2Mj5MAGv1OvnYFTAwOWIgT/uUOsSmrNLPMePeWWYc4fuHmZg9xRwrBQFfEbBhOZ4Fyv83Q8O3nQtTy6Gw8Gf1LrN+Fo7AXtDZbyd7zzJv5D1WCoItFwjTgUUsM/AVh/KoTkc5hsHwH48dOPlFrSA7gynsWFV0PJxQ223TEjBy3rPdlVweUmAabtdDoWS2qvt4QGhIaeK0ZE9++rZVv0u/bKihDBZH79/eP+e2q2rTyDAmo9NRyhpHtYGhT/WlAJa/F/fyfdGygE5noDZkfaFMt1isCkd8vmx4Ap9BLiagOf/wrVfvuCjdBWeGAe2SmZJgNm1aYRCOc1FXxj7xcVVCLBOodlEOaUdSvEH/4z8A0rgoMXT8vSOAAAAAElFTkSuQmCC)). ![\gamma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAMBAMAAACpRTGTAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAv/NIdM+dYIvpMhivcIC/7wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADtJREFUCNdjYJBVZmBhYE3vZKhicGZgL0hgWMDA0FXAAAQdIIKhBUxKg8kDYDIBRHA1gEiOBSCSjYEBAFJ6B+fN0MauAAAAAElFTkSuQmCC) is specified by keyword gamma.
* knn (![1[x' \in kNN(x)]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHcAAAATBAMAAABYco/1AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGN1IMq+LYOnPdPu/853iz7P2AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABpElEQVQ4y52UvUvDQBjGn9C0qUnThoIKIgihSx1qFFFw6lKXiqCDqINEQSEgNIKDCNIu7vkPjCKOmllQ6uok+A90cnDUoav3lS8tQnvDPeTe58fd+96bA4YcE1zseKXqMxmrp3wbg+AXLtOA4wFlC/D4SttI2s4CMknb35CuZiMtujyo2pRqtNwI3kntobJVtQoUYs2H0Q6jSjH8zmZ506xRLbC81AcDU7HehfDHL1juMDmweFhjFTjReriOtRLCCwlYPTx31lnZlK4IN3FPwnY2QA+RkjpQax1aAj6VH7VlxkRZOblJYrXlPoe5khVqtVBKwL4SCKYRwjV2EB+m7EYqv0FYdSORc1YUDRemyQv2RVNVDLRXY6Uwt6bgfNgza0IzQZNULEcKt4dIJbopsyZzxkxdQSrnoqf7LoWKzxxmSmFmTcBK0MKi2FGcP2/r8y6WyG598hVqBcLKrmp87tKCl3ld2RWNh5tbJrqR20LhiRyR3F2oOIKwfkat5SXbUjrmBRs4yun2/AP/O7Ki/RR7BBjd6JccARaPwX5MicdguOF4P3PNcVYYttTPAAAAAElFTkSuQmCC)). ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMArxhg6ft0z7+LMp3dSPPsqx3MAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARUlEQVQI12NgYFRgYGBgdmUAgXQw2Qkmo0AEVwDbdgYGzoJJpgwMPNtAIvzHQOqvcoGktzM8Y2Zg8GR4q8zA8Ihh4gQGAEgXC/fjo0AoAAAAAElFTkSuQmCC) is specified by keyword n\_neighbors.

The RBF kernel will produce a fully connected graph which is represented in memory by a dense matrix. This matrix may be very large and combined with the cost of performing a full matrix multiplication calculation for each iteration of the algorithm can lead to prohibitively long running times. On the other hand, the KNN kernel will produce a much more memory-friendly sparse matrix which can drastically reduce running times.